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ABSTRACT 
The  distributions of weekly averagts of diurnal  tt.mpcrature  maxima, minim.a, means, 

and  ranges  are  found  to  be  rlon-normal,  although the errors in using  the  normal  distribution 
do  not  impair  the  usefulness of derived  rstimatw of probability.  The  central  tendency  and 
the  variance  are  estimated  by  harmorlic  regression.  This enables the estimation of prob- 
abilities  for  any week from  as few as five parametcm. A threv-term  harmonic  curve  fitted 
to individual  years is adequate  to  drscrihc thcx course of trmperaturc. 

1. INTRODUCTION 

Useful  probability  st,atements  about  the  occurrence of' 
diurnal  temperature  means or ranges  cannot be made 
without,  knowledge of' the  form of the  distribution of the 
values  and R pract,ic,zble means of estimating the param- 
eters  which  specify  the  distribution. The present  paper 
explores  t'he  distributions ol the weekly average ol the 
daily  mean  temperature (=% (max+min)) and the 
weekly  average  diurnal  range, as well as  t'he  related  dis- 
tributions of the  weekly  average  'diurnal  ma,xima  and 
minima. 

2. HARMONIC  REGRESSION 

The  fundamental tool  which will be used in  t'his  dcvelop- 
ment is harmonic  regression. It is well known that  any set 
of data, zl ,  x2, . . ., zzn ut  equally  spaced  t'lmes tl, tS, . . . 
t2n may  be  exactly  fitt'ed by a series of the  form 

n 

p=1 
y=ao+C A, cos (pt-+,), t measured  in  degrees. (I) 

This  is  t'he sum of cosine curves,  each  with  semi-amplitude 
A, and  time of maximum t=+,/p. Equation (1) can also he 
written  in tlle form  used  herein, 

n 

p= 1 
y = n , , + C  (a,  cos p t  + b, sin p t )  (2) 

wllerc 

an=Ap cos + D ;  b,=A, sin +,; and ai+ b,2=A,2, p=1, . . .,n. 
0) 

Such a sum will be called an n-termed  Fourier  series,  and 
( a ,  cos pt  + b,  sin p t )  will be culled t'he  ptll  term. In many 

1 This m r k  was supported in  part hy funds of n regional project in  agricultural clima- 
toloxy, NE-35. 

applications  it is found  that  very  few  t'erms  are needed 
to give an excellent  fit to the  data, so that  the residuals 
from  t'he  curve  are of the  same  magnitude as the basic 
errors of observations. For inst>ance,  Craddock [6] ob- 
served  that over much of t'lle Xorthern Hemisphere,  a 
two-term  series  provided  an  adequate fit to  the  mean 
montllly  t'emperature. He did  not,  however,  examine  any 
variability  between  years 01 the coefficient's of the two- 
term  curve  which  best fit' each year. Without  this knowl- 
edge, a proper error term  for significance tests for the 
reality of given  terms is not available. Bliss [4] remedied 
this  deficiency,  describing a t'eclmique  paralleling  the 
stmdard analysis of variance for the  fitting of orthogonal 
pol?-nomials. 

The  mathematical  model  underlying Bliss's analysis is 
the following. Each observation  for  the jth  unit of time 
in tlle it11 year, yij, is considered AS a  sum 

?lij=(a,+ai,)+(al+LYiI) cos t j+(bl+piJ sir) t j  

+(az+ata) cos 2tj+(b,+Pi2) sin 2t ,  

+ . . . +(n,+azr> cos rtj+(bl+PiT) sin rtj+cij (4) 

where t'j=j/k 360°, j = O ,  1, 2,  . . ., IC-1 (if the units  are 
weeks, k=52) .  The e i j  are  irrdepe,udently  distribut'ed 
normal  tleviatcs  wit'h zero means  and  common  variance uz. 
I h e  vectors (a,,,, a t l ,  . . ., air, p i l ,  pi,, . . ., pi7) are inde- 
pendent  observations from a 2r+ I variate  mult'ivariate 
clistribution  with zero mean vector.  This model  covers 
both thc case of a single curve  applicable  to  every  year 
(when the variances V(ayio) =V(at l )  = . . . = V(P,l> = 01, 
and the case of random  variation of the  curve  from year 
to year. In the latter case the  vtriance  components of the 
coefficients enter into  the  variance of yzj. For  details on 
the  analysis of variance see Bliss's [4] bulletin. His 
analysis is designed to  test  several  hypotheses.  The 
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simplest such hypothesis  is  t,llat aj2+bj2=0, for ptrticular 
values of j .  One can also test  the  :deyuacy of r terms  to fit 
the  data, antl t’he reality of the between years variance 
components  associated wit’lr the  coeEcients. Sigrlificance 
tests  are  made  using  t’he  F-t’est for variance  ratios. 

Zt should be pointed  out that n certain twbitrariness 
must occur in  the  above  model.  This is t’he choice of 21 

zero point  from which we me :wm the  time t .  T o  illus- 
t,rate  this,  let’ us suppose that 

yi,=(ao+ai,)+(al+ail) cos tj+(b,+Oil) sill t 5  

+(a2+at2) cos 2tj+(b2+Oi2) sin 2 t j .  

Then if 058<360”,  y can eyually well be expressed by 

yij=(ao+a,)+(al’+ail’) cos tj’+(bl’+pil’) sin tj’ 

+ ( c ~ ~ ’ + a ~ ~ ’ )  cos 2tj’+(bz’+p,2’) sin 2tj’ ,  ( 5 )  

where t,‘=t,+8 and a,’=a, cos 0 - b ,  sin 0 

bl’=al sin 8+bl cos 8 

a2‘=a2 cos 28-b2  sin 2 8  

b2’=a2 sin 20+b2 cos 2 8 ,  

with  a similar relationship  holding  for  t’he a’s and tlle 
6’s. If one fits a  curve of the form ( 5 )  to data,  exactly  the 
same  curve is obtained t is  when  the  more conventiontL1 
form  is  fitted. It is easily seen  that’  the  variance com- 
ponent  contributed  by ai will, in  general,  be  different  lrom 
that  contribut’ed by al’. However,  the  sum of the com- 
ponents  €or  a  given term will be unchanged.  ‘rhat  is, 
V ( a i )  + V(&) = V(ai’) + V(0,’). Further,tlle serni-ampli- 
tudes A, will be unchanged by the change of origin. Siwe 
t>he  analysis of variance does not  separate  the  two (*om- 
ponents of each term,  this is sufficient to ensure  that the 
analysis  is invariant  under  any choice of origin. 

Estimates, aio*, ail*, . . . , bz,*, of the coefficients, 
(ao+aio),  (al+ail), . . . , (b,+Pir), €or the it11 year  are 
easily made as follows. 

Estimates  for  tlle mean coefficients a,, a,, . . . , b ,  are 
obtained by averaging  the  above ai, *’s and biw*’s over  years. 
These are least  squares  estimates, and Ilcncc il tlle assump- 
tions  stated  are  lulfilled, they are t’llc best unbiased vsti- 
mat’es;  further, if the  error  component  is  normally clistrih- 
uted  they  are also maximum likelihood  estim:tt,rs. The 
estimat’es remain  unbiased  even  when the restriction of 
independence of residuals  is  removed. 

Using the  estimates aio*, . . . , a,,*, bil*, . . . b t r *  

one, can compute tLn “expect’ed”  value, tj ij, for  the  jtll week 
of the it11 year by 

?jtj=aTo+a,Tl cos t,+bTl sin t,+ . . , 

+a:, cos rt,+bT, sin r t j .  (7) 

Adcquacy of the model  is s e r n  in  the  deviations 

of obsrrvctl vnlucs from  their "expected" values. These 
t1evi:ttions  will occnsionally be  referred to  simply as  (1, 
without  subscripts.  Thus the use of this  model  produces 
two :Ldclitional ~ r a y s ,  d i j  and it,, similar  in  form to the 
original data. Any operat’ions or comput’at’ions  that’  may 
be  performed on  the  original  data, yij, may be performed 
on  the d i j  and on t’he $ i j .  For example, to t’he sample 
vtriurrce for tlle j t h  meek, 

whcrcf is the  number of years in  the  sample,  corresponds 
thc vuriunce of the clevistions tlZj for the  jt’h week. 

Bliss applied  this  technique to a 14-~-ear record of 
monthly  mean  tenlperaturcs a t  New Haven,  Conn.  His 
findings  confirmed those of Craddock: A two-term  series 
tlccounted for nlore than 97 percent’ of the  observed  sum 
o l  squares. It is well known that  the varittnce of the 
tetrlperature  is higher in  winter  than  in  surnnwr. Bliss 
found that  a simple  sine curve  fitted  to the log-variance 
of monthly tnean temperatures  adequately described the 
ye;trly trend of this  varimce.  (’oncurrently I applied 
the  terhnique to the  rnontllly averages of the  diurnal 
tetrlpertLture rttnge for the  same period at New  Haven [3]. 
Both  the  first ttnd second terms of the regression curve 
were significant’. The trend of the range was quite 
unexpected with 111:tximt~ in 3Zny antl October and 
tlhsolute ;mtl relative  minima  in JanutLry and July, 
respectively.  The  distributions of both  the  mean :rnd 
the r:ttlge were rlornlal for all  practical  purposes,  although 
there were very sligllt indications of systernatic skewness. 
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best  fitt'ed  the data, (maximum,  minimum,  mean, or range, 
depending on a coded  instruction  card) of each individual 
year were conlputed.  Simultaneously  sums ol powers 
needed for moments  up  to  the  fourth were nccun~nl;~tet l .  
From these  "annual" coefficients the expected values 
ljil for each week were computed. In  addition,  the r:~w 
moments of the  deviations, d t j = y f l - i i j ,  were : I C ~ U I I I U -  

lated, y i j  being the observed and ilij the expected vdues 
for a, given  week and p a r  (equation (7), (8)). Findlj- 
the  machine  calculated an analysis of variance. l ~ t e r  it 
was found useful to  write R program to convert raw 
moments  to  moments  about  the  mean and compute 

where k i ,  i =2 ,  3, 4, are Fisher's Ic-statistics [8] .  1 also 
found it  :dvantageous  to  write  progrtlm  to  carry  out  a 
hnrrnonic  analysis of unreplicnted  data and to synthesize 
curves from the  estimated coefficients. 

T h e  complet'e  sct of programs was carried out on the 
data from only two  stations,  Storrs, Corm., and Kerdys- 
ville, lld. both for the years 1926-.56. In addition  the 
mean  and t,he range wwe stndird for Urliorltown, Pa., 
Eau ('laire, Wis.  both for 1926-56, and !or Easton, 51d. 
lor two independent periods, 1896-1926, ant1 192fi---56. 
'I'hcse last will he referred to  as  Easton I ant1 Easton TI, 
respectively.  The  climatological y m r  starting l larvl l  4 
and omitt>ing Fehruary 28 and 29 mas uscd t'llroughout . 

4. CENTRAL  TENDENCY 

The mean  squares from the  analysis of variance for thc 
harmonic  regression  fitted to tllc maxin~um,  the  minimum, 
t'he  range,  and  the  mean a t  Storrs are given  in  tahlc 1. 
I he sums of squares  may be easily  calculated  using  thc 

degrees of frecdom. 7'he correct  F-tests wcrc a p p l i d  
according to Bliss [4]. The 30--ear averagcs ol' the rnwm 
and t,he range for Easton I1 together  with  t'he average 
harmonic  curve  are shown in figures 1 tlud 2 respec~tivcly. 

Muximu.m, Mini'mum and Mean.-As was exprctr.tl, the  
first (sine curve) term ol  the  Fourier  series  accounted for 
approximately 90 percent of the  total  sums of squarcs for 

., 

TABLE l.-Mean sqzlares ,frr,n~ analysis of variance of harmonic 
regressio,, applied to weekljg aarraqes of diurnal  temperature  maxin~a, 
mininta, ranges, and means, Storm, Conn., 1.926-1956 

;\lean  squares 

Row I1.F. Source or varialion 
_____________~ 
3laxirnum ~ \ l i n i n u m  1 Range 1 >lean 

1 

29 
2 
2 

45 
2 

58 
58 
58 

1305 

p m w .  805 
f494.045 

14.  715 
'35.370 

t43. 090 
$72. 379 

*36. 092 
25.868 

*113.649 
f173223.3AO 

*73.631 

*227. 890 
12.245 

i49.283 
$51.113 
132.114 
*m. 750 
23.206 

$2631.135 
f80. MF 165.891 

f193994.295 
1578.350 96.540 
fms .  545 
*15.696 139.424 

4T. 425 

$22.515  $60. Mi4 
f23. 743 f32. O X 1  
*14. 552 r29. 2x3 
11.424 21.105 

" F  

40 60:/ 
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F r r ; m E  l.--30-year average of mean weekly temperature  and  the 
fitted  harmonic  curve, Easton, Md., 1896-1926 (designated I), 
and Easton, hld., 1926-1956 (designated 11). Week 0 begins 
March 1. 
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FIG (:RE 2.":lO-ye:tr average of weekly average diurnal  temperature 
range and the  fitted  harmonic  curve, Easton 11, 1926-1956. 

thr  maximum,  the  minimum,  and  the  mean. The fit, 
appeared  excellent^. In a few eases  the second or third 
torms mere sigrlificarlt (;.e., larger t,han one  could  expect 
I'rom cahancc variation  under  the  null  hypothesis)  but in 
turns  of thc perccnt'age 01 sum of sqrmrcs accounted for 
(<<I  percent)  they were trivial.  However, the inter- 
actions of terms by years all were significant and for the 
second ant1 third  terms were more important  than  the 
average effect of these  terms.  This  indicates  that t,he 
shape of irldividual years cannot  in  general be adequately 
tlcscribetl by a, simple  sine  curve,  despite  the good fit  to 
the averages. 

An interesting  fmture was the  consistency  over a wide 
fP<O.Wl. area of t'he  departures of' the  avcrage values for the period 



1926-1956 of the  maximum,  minimum,  and  mean  from 
the  average  Fourier  curve.  The  magnit'ude and direction 
of the  deviations for all  four  eastern  stations were almost 
indistinguishable. In addition, a t  Keedysville and Storrs, 
the  pattern of deviations of t'he  mean  was  almost  perfectly 
reproduced by t,he corresponding  deviations of the  maxi- 
mum  and  the  minimum.  The  time of year when the  fit 
was least good and when the  bulk of the  sum of squares for 
scat'ter  arose  was  the  period  from  mid-December  to  mid- 
February.  The  last  two weeks of December  were con- 
siderably below the  fitted  curve,  January  above  it,  and 
February  again below it. Although differing in  detail 
the  same  general  pattern of wint'er  temperatures  was 
observed  in both  independent  30-year  samples  from 
Easton,  Md. (see fig. 1). The warm  January is reminis- 
cent of the  fabled  "January  thaw."  However,  the  dat'e 
of the  "thaw" is reportedly well defined at  January 20-23 
Ill] [14]. This  does  show  up  clearly  in  the  Easton 1 
record  but is not visible  in t,he Easton I1 record or at. other 
stations  analyzed  for  t'he  later  period.  This  casts  doubt 
on the  reality of this  "singularity,"  especially  in  view of 
tlle occurrence of maximum  variabilit]y  in  January. No 
other  such  similarities  in  deviations  are  apparent in both 
records  from  Easton. 

Range.-As shown  in figure 2 ,  the rung"  followcd the 
patt'ern uncovered in  the  preliminnry  analysis of' the 
monthly  data  at  New  Haven [3]. We observed pro; 
nourlced rnaxir~l:~  in early- to  mid-May a ~ l d  in  mid- 
Septenlber  with a summer  relative  ~uinimurn  considrr- 
ably  above  the  winter  rninirnum. The summer  dip was 
least  pronounced a t  Keedysville  and Eau  Claire but was 
clearly  present  in ttll records,  including  both  indrpenderlt 
Easton  records. T h e r ~  ~verc few, if any, recoglliznble 
similarities  in  deviations  froln the  fitted curve between 
the  stations.  However, a t  all stations, t'llc first two terms 
of the  Fourier  series were highly  sig~lificnnt, wit11 thc 
t'hird of lesser import,ance  alt~llougll  still  significant. T l ~ c  
int8er:lctiorl of terms  by ?Tears was quite  unifortnly sigtlifi- 
carit. This, of course,  indicates  that  there is consitlerable 
varintion  between years in  the shape, of the  yearly coursc' 
of diurrlal range. Of' considerxble  interest is closc tlgrrc- 
ment of the  phase of the  first  term ( f u n ~ 1 : ~ r ~ ~ c n t d  sine 
curve) with that of t'he sun. 'Phis apparently r e f l t ~ t s  the  
close relationship  between  the  diurnal range and the 
energy  input. That  this  relationship  is  not overpowering 
is,  however,  clearly shown b ~ -  the  spring  and full rnaxitlltr. 
Despite  first guesses that these rrlttxilna were corollarics 
of clearer skies in both  spring  and Tall, sunsllir~e ant1 
cloudiness records  showed that  in  fact'  the  spring  period 
tended  to be  cloudier than  the  sumn~er,  although Lhe high 
dayt'irne  gains and nighttime losses of radiation  due  to 
clear skies in the fall  remain  an  acceptable  explanation for 
the  autumnal  maxirnum. An exarninat'ion o l  the  daily 
temperature  record for h4t. Cwmel, Corm. suggested :t 

possible explanation. It mas observed that  there was a 
considerable number of days  when  the  daytime  tempera- 
ture  went very far above  the  nighttime  rnininlurn  but 

returned  to  previous  levels  aft'er  sundown. In the  late 
spring,  the  annual  course of insolation  is  considerably 
ahead of the coltrse of soil temperature,  and hence, in 
general,  allead of the  course of nighttime  air  t'ernprrutures. 
This makes i t  possible when conditions  are  right,  for  the 
temIxrature  to rise sharply  in  the clayt'inle and yet  return 
a t  night', as we observed, to about  the  same  level as the 
previous  night'.  This  behavior  is  corroborated by a com- 
parison of t'he variances (between y x r  and  within  year) 
of the rnaxilnurn and  the rninirnum temperatures.  During 
these  spring  months  the  variance of the  maximum  is 
definitely  greater t h n  that of the  minimum. 

5. DISTRIBUTIONS 
The  analysis as discussed to this point, has  provided  an 

efficient method  for  estimating a central  tendency or 
location  statistic  for  the  distributions of temperatures 
and ternperatme  ranges.  Instead of 52 individual means, 
we have as few as three coefficients (for a sine  curve) 
which  give the  location of the  dist>ribution for every week. 
However, for statements of probahilit~y, lcnowledge of bbe 
sllapc of tlle  distributions is recluired. I f  it can be shown 
t'hat  t'he  distributions are normal,  or  Gaussian,  t'hen  t>he 
m e m  :tnd the  variance  completely  specify  t'hc  distribution. 
On  the  other  hand, if the  distributions  are  non-normal, 
higher rnorrlents are necessmy to specify or to  approxi- 
rrl:at,e them.  In  addition,  for  the  analysis of variance  to 
be fully :tpplic;tble, several assumptions  should be met: 
The  deviations of' each  observation from the  t'heoretical 
regression curve  for  the  year  should be (i) norrnally dis- 
tributed, (ii) homoscedustic  (i.e., of equal  vari:tnce), :tnd 

(iii) independent8. To examine the  distributions of tlle 
ohserv'htions and to  t'est the first and second of these 
assurllptions,  rnornents were computed and the following 
proc:edurc,  c.:u.ried out,. The satnple v:Lriance for each 
1vcck, sj2(y), j=O, . . . 51, (quat ion (9)) was cornputetl 
from tho ohstrvetl vdnes  under  consideration, t o  be 
referred to as y, t'llc n~axirnurn,  minimum, range, or me:Ln. 
1 also cornput'ctl gl(y) and gz(y) (equation (11)) :IS 

n1e:Lsurrs o l  skewness and kurtosis. In addition, I cnl- 
culatetl the sttnle statist'ics s j 2 ( d ) ,  gl(d), g 2 ( d )  for the tlis- 
trihntions of the deviations, d ,  of the  observed  values 
I'roln t11c \>(.st fitting : ~ n n u d  curves (see equut'ion (IO) for 
ex:unple). This process gave 52 vdues, one for e t ~ h  w c ~ l i ,  
of the  salnple  st,atistics  just  nlentionetl, for each of the 
two rclnted distributions. 

Variance."7'llc observed variance of the  maxitnum t l n d  

the Illinirnum for St,orrs and Kcedysville ct1:nlged smootllly 
ovrr tlle year, as did the  variance of the mea11 for a11 
st:ltions. Corroborat'ing  the  previously mentioned tend- 
ency,  the vari:tnce of' these vari:ttes was consider:tbly 
higllrr  during  t'he wirlt'er months  than  during  the scImncr, 
with :L reasona1)ly smooth  transition  between bhe extremes 
(see figs. 3 ,  4, 5). Unfortunately for strict  fulfillment of 
the conditions of the annlysis of' v:tri:tncc, the  varinnce of 
the  deviations, d, about  the  irldividual  curves showed t'he 
same patt'ern,  alt'llough  to st reduced  degree. In the case 
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FIGURE 3.-Sample variance of weekly  average  diurnal  masirnum 
temperature  and  trarlsform of the  sine  curve  fitted  to  the log 
variance, Storrs, Conn. 1926-1956. 
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FIGURE 4.---Sample variance of weekly average diurnal rnirlitrlunl 
temperature and transforms of the  sine  curve (solid line) and the 
tn-o-term Fourier  curve  (dashed line) fitted  to the log varimce, 
Storrs, Conn., 1926-1056. 

of t,he range there were indications Illat, the variancac 
followed n double  maximum  pattcrn.  Hurdl?~ visihle a t  
Storrs, i t  was more trpparent a t  KeedSsville, n r l d  still 
more so a t  Uniontown.  Furthernlorc, i t  caould bc dis- 
cerned  in  both  indepeudent Easton records. (The 
observed  variancc of' the range at  Uniontown is shown in 
figure 6.) 

Since thc t'rends in the  variance were pronounwd, we 
summnrizecl thc  pat>tern by applying to  the  variance the 
same  techniques of hnrmonic  regression  previously  used 
on the  tcmperat'ure  variates  tllemselves. In ortlcr t'o 
minimize  the  non-norm:ditmy of the  distribution 01 the 
variance, it was t'ransformed to  its  logarithm  before  the 
analysis  was  carried out [a ] .  As Bliss  indicated,  the  an- 

nuttl course of the  log variance of the mean could be ap- 
proximated by a  simple  sine  curve. The  same  was  true 
for the log variance ol tllc  maximum temperature. In  
both cases neither  the  second nor t'he third  term was 
significantly  different  from zero. However,  the  analysis 
of variance  indicated  that,, for the  minimum,  the higher 
terms were  significant. The second  t'erm  component  was 
quite  pronounced a t  Storrs while the  third  term was  im- 
portant  at Keedysville,  although at' both  stations  the sine 
curve was clearly the  dominating  feature.  The  range 
exhibited  a  markedly  different  character.  The log vari- 
ance  showcd tz significarlt second term  trend,  but  little 
evidence of :my single wave. For all  four  variates, when 
the  deviations, d,  about  the annud curvcs  were considered, 
t'he :mnlysis showed that the F values for all  terms dc- 
creased dthougll  the  same  relative  importance of terms 
seemed t'o be the  rule. 

Correlations Between the Variates.-Of related  interest 
to  the  course of the  v;triance of the  individual  variates is 

(OF.)' 

7 0 1  
5 0  I 
I" 

0 

10- 

0 IO 2 0  30  40 5 0  
W E E K S  

VIOL-RE 5.--Sztrnplc ynriarrce of weekly  average  diurnal mean tcm- 
peratwe  and  transform of the sine cur\-e  fitted to  the log variance, 
Storrs, Conn., 1926-1!)56. 
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FIGURE 6,"Sample  variance of weekly average of diurnal tern- 
peratwe range and  transform of the  two-term  Fourier  curve 
fitted  to  the  log  variance,  Uniontown, Pa., 1926-1956. 
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I hoped in  this way to obtain  a  purely  mathematical 
explanation  for the behavior of s ~ ~ , ~ ~ ~  based on  simple 
assumptions concerning the  behavior of the ot,kler second 
rnonlents.  The  results,  however, are not  convincing. 
For Storrs,  the curve of s ' ~ , , , ~ ~  computed in this way 
is ftlr too flat',  although  its  only  notable  feature, :t peak 
a t  week 10, does reflect a similar peak in  the observcd 
variarlw.  At  Keedysville, where the observed variance of 
the range displayed a pronounced  double  maximum pat- 
tern, I found only a single pcak at the t,imc of one ob- 
scrvcd maximum,  with a point of inflection at  the less 
important of the  two  minima. 

F ~ ~ ~ n o ~ ~ ~ ~ ( i a . s t ~ ~ ~ t ~  and IndPpendPnce of Residuals.--The 
abovc analysis has made one thing  clear: Our assumpt,ion 
ol hooscemdasticnity is not fulfilled. Altholtgh  t,he ma.the- 
matical  model  postulated  implies some sort of a periodic 
I'orm for the: varianct. of the  actual  values, y, the variarlcte of 
the  drviat,iorls, 11, from the  annual curves should be con- 
stant. In the case of  the  average  diurnal  range  this  is 
nearly true.  Howevcr,  the  other  three  variables are far 
from tlornosccd:Lstic~. 111 any case, the estim.atcs of t,lw 
rcgressioll coefficients are  still  unbiased  estimates of  t,he 
population values. It is difficult to assess the effect, of 
this upon the tests ill the  analysis of variance. According 
to (:ocllratl [51, t h e  F-test for non-regressive d~s igns  is 
sufficiently robust as to be not  misleading, although the 
mort' general case is not'  covered.  Since, for the  mean  and 
t,hc  two  cxtrrmcs,  the sine curve  predominates, we can 
clearly  accept  t'he atlequacy of the  overall  fit, altllough the 
tests  cannot be considered exact. Since thc  variability 
of the  variance of the  range  is  far less prominent and regu- 
lar, t he  tests  should be less affected  by  het'rroscedasticitg. 

O f  equal or greater  importance,  perhaps,  although  more 
difficult8 to assess, is  the  possibility of dependent  residuals. 
Dirwt, tests for this are avai1al)le [ I ]  but  laborious t,o 
apply  and, as they  stalld, are not'  readily  applicable to  our 
computing scherne. Bliss [4] states  that'  the tecllniquc of 
fitting  srparate curvcs to  each year will have  the effect of 
rcmo~-ing serial cotwlation  between weeks, and  leaving 
substantially itlclcpcndent residuals.  From  inspection of 
individual years, the observed r e d u a l s  appear to be rnn- 
dom. On the assumption  ol  independent  residuals, it 
follo~vs  that  the  moments  lor each week, as computed 
I'rom tlle  rcsiduals,  are  independent  and  thus also g1 

and y 2  computed from these moments  are  independent. 
Serial  correlation i n  these  should  tend  to  inflate  t'he 
significance of trcnds in these statistics. 7'11~s we woulcl 
exprct  that, if tllc rcsitluals are indcpendent~,  the F values 
in  tests  for the  rrality of regression curves fitted to the 
annual coursc of g1 and gz should br lower for the  distribu- 
tion of t h e  resitlllals than for the distribut'ion of t'he raw 
obscrvations.  This, as we shall see, WRS observed and can 

c~orlsitlered  evidenc.e of independence. However, no 
conclusive test has bcen found  to clarify this  point. 

Tests  ,for Normality.--We now examine  the  assumption 
of normal  distributions  for our variates.  Being able to 
\ .~ork with norrnal distributions  is desirable for  three 
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reasons. Firstly,  such  normality  is assurned in  our use 
of variance  ratio tests i n  the :malysis of variance, nltllough 
it  has been  shown [5] that  departures from norrnality, if 
not  extreme,  huve  lit'tle effect on  the F test. Secondly, 
the rlorrnal distribution  is  known  and easy to apply. 
Thirdly, if a distribution  is  nor~nrtl d l  information about 
the  values of the  parameters  defining  it  is  subsumed  in 
the  sample  lnean  and  variance [7].  Furt'hermore,  the 
powerful central  limit  theorem,  applicable  because we are 
considering averages of several  observations  in  our 
distributions,  tells us that t'lle distributions  approach 
normality. 

A further  consideration is also important:  the use to 
which the  probability  statements  derived  from  the 
distribution will be  put. If extreme  accuracy at all levels 
of probability  is  required,  for  instunce, we must' be 
extremely stringent  regarding  our  t'ests of the distribution. 
On the ot'her hand,  in  practical climatological applications 
we are  not  interested  in, for example, the diffcrence 
between a once-in-20 and :t oncc-in-25 event. Even  if 
tests show that almost certainly  there  is some departure 
from the normal  curve, we may accept a normal  approxi- 
mation if the errors in  probability  estinltlted  from  our 
approximation do not  impair  t'he  usefulnms of the 
estimat'es. 
As measures of departures  from norln:dit>T I chose, :IS 

previously rnentionetl, ~ ~ = k ~ / k ~ ~ / ~  :md ge=k,/kz where 
kt  are Fisher's IC statistics.  Departure of these from  zero 
is  indicative of non-norrnnlit?-. Both statistics are 
asyrnptoticdly  normally  distributed  with  mean zero and 
variance depending,  in  the  null cnse, only on the  smlple 
size. Skewness or  assynnletry is rncwsured by g1 while y 2  

measures kurtosis.  For ease in machine  computation, q2 
was chosen in  preference  to 

C l x i - ~ l  a= s 

recommended by  Geary and Pearson [lo]. The gl's and 
g2's can be tested  in  two mays. First, cornpare the 
observed distributions of the g's with  those  expected  for 
samples drawn  from  independent  normal  populations. 
The ordinary significance test  using  a  st:lndard  error  is 
of this  type.  Second,  examine  the  yearly course of g1 or 
g2 for meaningful  pat'terns.  An  improbably  regular 
pattern  is  as  clear  evidence of the  presence of non-zero 
skewness or kurtosis as are  high  values of g1 and g 2 .  

The chief obstacle to the  first  type of test,  is  our  igno- 
rance of the  exact  distributions of g1 and g2 under  the 
null hypothesis. It is  known that' for samples as smdl  as 
30, such as concern us  here,  the  distribution of gl is 
not far from normal while that  of g2 is  strongly  positively 
skewed. When the  cumulat'ive  sample  frequencies  for 
the g's at Keedysville  were plot" on  probit  paper, the 
curves  reflected  t'llis expectation. The  distribut'ior~s of 
the gl's were quite  linear  indicating  approximate  normality 
while the g2's exhibited a concave  upward  curve  character- 
istic of positively  skewed  dist'ributions. 

TIZRLE 2.-.\7~ln~her o,f exceedences of the l s t ,  5th, 95th, and 99th 
percentiles in 52 values of gl(y) and g,(d) calculated f r o m  weekly 
ccveraqes o j  tliurnul tetnperature maxznla, minima,  ranges,  and 
m e a n s ,  Kecd!l.m~ille, .lfd., 1.926-1956 
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Although  the exact distribution of g1 is  unknown, 
G C I L ~ ~  and Yearson [I  01 have  given  approximate  extreme 
perccrltage points. A comparison of the observed  fre- 
quencies of gl hcyorltl these points seemed the  optimal 
procetlurc.  Since these  percentage  points  are  not avail- 
able for g3 for sample size less th:m 100, this comparison 
w-ns not possible for 9,. TII  table 2 are  given the  number 
of times  the  upper  and lower 5 percent and I percent 
.levels For y, w e  csceedctl for  the 52  weekly distributions 
of the obscrv:ttions, y, and tllc residuals, tl. We see that 
the  agreement  is as good as could he  expected  for tjhe 
tlistribution of the  deviutions, d,  about  the  annual  curves 
altllougll  there  are  improbably few (i.e., no) values beyond 
the 1 percent  point'.  However,  in the distribution of the 
observations, y, t'hemselvcs, the  most  striking  feature  is 
the :Lppearnrlce of four g1 (y)'s beyond  the 1 percent  point 
among  the 52 gl's derived from the minimum  temper- 
ature.  Further,  the  upper 5 percent  point of gl(y) for 
thc  maximum  and the  nwan is exceeded too often. Thus 
a  certain degree ol non-normality  is  indicated  in all the 
original  variates cxccpt the  range.  There  is, however, 
no indication that this is true  for the deviation  from  the 
annual  curves, d. This  lust  result  is  important since it is 
assumcd  in our mathematical  model. 

('learly,  the  hove tests lose much of t'heir  validit'y if 
t,here is  appreciable  serial  correlation  between weekly 
values since this  makes the  gl's scridly  correlated. This 
affects tlw shape ol the  observed  dlst'ribution of the 52 
vdues of gl(y) for cuch variate.  Thus  t'he second type 
of test rclcrred to above may be more applicable. This 
can  best be done by fitting a regression curve on time t'o 
the  computed  statistics  to  uncover  any significant' pattern 
ovcr  the  ycar. If the regression accounts  for a significant 
part of the vari:ttion,  it  indicates a real  departure  from 
the expect'cd values of zero.  Because  of  the general 
robustness of t'he  F-test',  the  departure of the  dist'ributiorls 
of the gl's and g2's from  normality  should not' invalidat'e 
tests ol  significaarlcc.  of a regression curve. Accordingly, 
as previously  mentioned,  a  three  term  harmonic  curve was 
fitted to each of all available sets of gl's and g2's, with 
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somewhat  mixed  results. For the distribution of d there 
are  no  more F values significant' t i t  the 5 percent  level 
than  one  would  expect,  with the except'ion ol 9, for  the 
maximum  temperature. For this, the second  term for 
Storrs is  significant and at  KeedJ-sville both the second 
and third  t'erms are significant, dthough  in hot'h cases 
t'hey are quite  small. One may conclude,  however, that  
there was  no  appreciable  systemat'ic  skewness or kurtosis 
in  the  residual  variation,  whether one considers the 
mean,  range,  maximum, or minimum. 

When we examine  the  observations y, t'llerc  is a con- 
sistent  pat'tern  among the gl(y)'s. For four out ol' t he  
six records  analyzed,  including  Easton 11, thc  second 
t'erm of the  curve  fitted  to  the course ol gl(y) for thc mean 
temperat'ure  was  significantly  different  from zero. Tn 
t'he  fifth record, Easton I, the amplitude ol' the stcontl 
term  was  more  than t'wice as  large as any ot"her, although 
not  quite  significant.  Ettu Chire, on t'lte othrr h a n d ,  
demonstrat'ed a strong first term and small second and 
third  terms.  This  discrepancy  may  possibly  be t'r:tcetl to 
climatic  differences between t'he Atlmtic  coastal :mtl the 
Lake  States. The same  double  maximum pattern was 
even more  apparent  in yl(y) for  the  minimum temper- 
atures. At  both  stations an:tlyzed, Storrs and  Kcetl~-s- 
ville, the second  term was highly  significant', an :tlrnost> 
identical  pat't'ern  emerging. T h e  appeared to hc il 
tendency  toward  positive  skewness  in the  fall and 
especially in  t'he  spring L L I ~  neg:ltive  skewness in the 
summer and especially in the winter. 

We conclude tha t  the  distributions of the  devi' <L t' lolls 
d from  annual  curves are Gaussian €or d l  four vsriatcs, 
while the  observations y ol tlle  minimum  and  the 
mean have a skewness that cllnnges seasonally. Since 
this  patt'ern of skewness  is  most  pronounced  in the 
minimum and since the mean, as defined herein,  is  in 
partJ derived  from the minimum,  t'he  primary patt'ern 
of non-normalit?; is likely t'o be in  the tlistrihut'ion of the 
minimum  temperatures. 

Although  t,lle  tests  discussed so far  have  not  indicated 
any real departures  from  norrndity  in  the  distributions 
of the  range  and  t,he nlaxirrlum, one further  test p1:rcctl 
in  doubt  the  norrndity of the  distribut'ions of these 
variates, too. BJ- t,lle central  limit  theorern,  the dis- 
tribut'ion of averages of independent gl's or g2's should 
be approxinlat,el.)- normally  distributed  wit,h zero expec- 
tation and variance l / n  times the wtriance ol IL single 
value. Thus if we consider the nlenn ci ol' the 52 valuc~s 
of g,, i = I ,  2 ,  we can  t'reat  it  as a normal  deviate wit11 
variance 1/52 V(g,). Thesc then  can be compared  with 
the percentage  points of thc  normal  tlist'ribut'ion.  Any 
means  outside, SAY, the 5 percent level would indicate 
a  significant average  departure from normdity. Since 
we have no a priori lmo1vledge of the direction  in which 
deviations from the  null hSpot'ltesis should occur, thc 
proper t,est to use is  t'he two-t:tilcd comparison. When 
this test was  carried out', no average  depart)ures  from 
zero  were lound Ior cit'her  the gl(tZ)'s or t'he g2(d) ' s  of 

thc? distributions ol the deviations, d, for any of the four 
variates  studied.  n'eitlter were there  significant  non- 
zero average  departures  in  the g2(y)'s. However,  bot,h 
the  rnaxirnurn and the range  displayed  definite  signs 
of positive avert~ge skewness  among the y's. At  both 
KccdJ-sville and Storrs ?j,(y) surpassed  the  upper 5 per- 
cent level and, in  the case of Storrs, the upper 1 percent 
level. For the range,  all  except one st'at'ion,  Storrs, 
with cl(y)= -0.0041,  sllomed some  positive  skewness, 
with two records, Easton I and  Uniontown,  surpassing 
the  I percbent, and 5 percent  levels  respect'ively. 

P o r u h w h x  RPgardiny ni.stributions.-First,  the  varia- 
tion of all  four  wriat'es  about  the  annual httrrnonic curves 
is Gaussitrn. This is inlportarlt  from a t,heoretical point 
of view,  since it increases our faith  in  tlle  underyling 
  nod el. However,  because we cannot  predict the shape 
of the  yearly c~ourse of the  variate,  this knowledge is 
of little use from :L pr:tctictrl point of view. Second, we 
11:~vc quite clear indications of skewness but  not l<urtosis 
i n  the clistrihutions of all  four  vnriates. In the case of 
the range and the n1:txitrlwn temperature, t'lw average 
skewness  is  consistently  and,  in  some cases, significantly 
positive.  On  t'he  other hand, although  t'hcy display 
no :lver:Lgc skewness, t he  distributions of the  mean and 
the rllirlirnurrl have skew-ness that varies  systematically 
over the year. Thus, for  completely  exact  climatological 
statements of probability, normal assumptions will not 
be  snficicnt. 

T n  theory  one  should try  to find the exact' nature of 
t h e  distribution for cach  of the  four  variates. In the 
present  instance,  this could  be more misleading than 
any assumptions of norrnality.  First, there are insuf- 
ficient  (lata  to c~stnblisll :in?- distribution as being  correct 
witllout  doubt. Second, the variation  in  skewness, a t  
Icust  for the  nlem and minimum  temperatures,  suggests 
t'hat  the  "correct"  distribution  may vary seasondly. 
This would greutlv  increase the difficulty of applying 
any distribution.  An  alternative v,-l~icll is more :tpproach- 
able  is the use of the  third and fourt'h  moments i n  fitting 
:id hoc  distributions  to  the  variates  using  either  one or 
sever:rl of the Pettrson curves or the Edgcwort,h approxi- 
rnatioll.  Since we have no evidence of the  clcpnrture 
of the fourth Inonwnt fronl the value  expected for the 
normal  distr,ihution,  the  third  moment', as reflected in 
yl(y), should be sufficient. Further, due to  the  large 
sampling  variation  in gl(y) resulting  from  our  use of small 
SitIrlplcS, our  best  estimate of the population  skewnesses 
should he the vnlues calculated  from the fitted  periodic 
regression mrve, or in  t,he cast of t'he  maximum or t'he 
range, from  the year157 average.  Even if such an approxi- 
mation does not  provide an exact' fit, the degree of change 
fronl  thc norm:tl  approxirnat'ion  sllould  indicat'e the 
magnitude of error. 

'l'nblcs of the cunlultLtive distribution  functions of the 
first Etlgewortll :tpproxim;ttion for different v:ducs of yl, 
the  populiltion 1nc:mlre ol' skewness, are avtlilable [131. 
Referring to  these I found  t'ltat  for  small departures from 
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symmetry (/gll<o.2) use of this  approximation c1ocs not 
markedly affect probability  points  given by the  nornlal 
distribution.  Assunling a standard  deviation, u, of 7' F. 
(near the  maximum for any  variate)  at gl= 1 0 . 2  tllc 
upper and lower 1 percent  points are displttcecl approxi- 
mately 1' F. with lesser chnnges  nearer the median. Thus 
it seems safe to say t,hrtt use of the  normal  distribution 
for the  maximum  and  the  range  does  not  introduce  any 
serious errors since t he  greatcst  average gl(y) (Storrs 
maximum)  is 0.1643. For the rninirrlunl ternperature at'  
Keedysville  which  displayed  the  strongest  systematic tlt-  
part'ures  from  zero of gl(y), t'he "expected" value of g,(y) 
ranged from  about -0.48 to $0.52. It is true that tlre 
1 percent  level is quite  distorted by this  amount of tlsym- 
metry.  However,  the 5 percent  level is only about a 
degree off (again  lctt,ing a=7' F.). Conversely, a dcvia- 
tion which by the  normal  distribution  would  be surpassed 
5 times in 100 years  would, under these  circumstances, 
occur about 6.5 times  in 100 years.  Sirnilarlv the csti- 
mated 10 percent  point would  be  exceeded about 11 tinles 
every 100 years. The Edgeworth  approximation shoultl 
be fairly accurate when the shape of a distribution is not 
far  rernoved from t>lle normal  form.  Since, as nwntioned 
earlier, the central  linlit  theorern  assures that the  distri- 
butions  approach norndi ty ,  t he  use of this  approxima- 
tion in the  present case should be appropriate. Hencc, 
these figures shorn that the u s c  of thc  normal curve 
will  be satisfactory on all levels of probability except 
beyond  tlle 5 arid 95 perccntiles where one  should proh- 
ably  apply some ext'rcnle value distributions. 

6. PROBABILITY ESTIMATION 

The above  considerations on the distribution of tcm- 
perat'ure  variates  lead to a satisfactory  method of csti- 
mating  probabilit>ics.  Since wc may assume for our 
purposes that t,he variates arc normnll~-  distributed, spc- 
cification of the means and  variances co~npletely cletrr- 
mines the  distribution. Our harrnonic  curves fitted to 
the variates  provide the first of these param~ters, while 
the curves fitted to the log variunce  provide the second. 
In the c,:Lse  of the nltninluul and nlean tenlpcr;rt'urcs bot'h 
curves are essentidly  sine curves, with  higher t'crIIIs, 

even when satisticallg  significant,,  changing t h o  csti- 
mates  lit&. The course of the ruininurn  tortlperatnrc 
is :dequatcly  described by a  sine curve. The! higher 
ternrs of the curve  fitt'ed t'o the variance do not scenl 
to make an appreciable  diflercncr. For exatllplc, lor. 
Storrs the 5 percentile  and t,he I perwntilc are (hrlgctl 
a maxilnuIl1 of 0.S" :and 1.2' F. b>- adding :x second term. 
Sirniltd>~, t'he prob;lbilit'y ttssigrlctl to :L givcn drparture 
from the mean SCCIIIS to be changed by at '  lllost 0.02 to  
0.03. Since  this is lcss than the l c v d  of accuracy ordi- 
nari1)- desired,  t,he  sine curve nlone can  be usctl. Hencc 
for  the  maximutn, the mirlimtml,  and tlw mean,  tho 
estimation of prob:tbilitics for an)- week of the ye:tr re- 
duces to tlle fitting of six constants. I shoulcl point'  out 



Thus 
/\ l?, - B, logs=-- y+- a,+&. 

A1 A1 

Hence we can  give the "regression" of log s on frotrl a 
knowledge of t'he  sine  curves  fit,t,ed. To test,  the ztccuracy 
of t'his met'hod,  both  the  ordinary  least  squares  line  and 
the line computed  from  equation (16) were crllculnted 
for t'he  mean  temperat'urcs a t  St,orrs  and a t  Eust'on I and 
Easton I1 and are given  in  table 3 together  with the 
regression line cdculated from equat'ion (16) for the other 
stations  studied. We note a  rerrlarkablc  hornogeneity 
among the slopes of the regression lines for the t'hree 
records  which  cover  two Jlaryland  stations,  with  tlle  slopc 
at  Storrs quite close. However,  when one crosses the 
Alleghenies to  Uniont,own,  t,he  relation  changes  rtdically, 
and is even more changed at Eau Claire. Even if the 
observed interstat'ion  homogeneity  in  the three enstern- 
most  stations is fortuit'ous,  t'he  st>ability of the regression 
lines bet,ween two independent  records at  Easton sllows 
that  it  may  be possible to  estirnatc  telrlpernt'ure p r o 1 ~ -  
bilit'ies for any week of t,he year  from  only five paranleters, 
the  overall  mean,  t'he  pllase  angle, and the  amplitude of the 
tcmperat'ure  c,urvc, and the  amplit8ude  and  mean of the 
log variance.  This  relat8ionship does, however, neet1 
further  st'udy,  especially  with respect to t'he geographical 
stabilit,y of the "regression" of log s (or .s) on 7. 

One  point  in  the  above discussion may need sorn e expla- 
nation. Tt, is t t  well-known  fact  that in drawing  samples 
from a single normal  population, s2 ,  the  estimate of the 
populat'ion  variance, and 7J, the  estirnat,r of its  mean, are 
independently  distributed.  How then do we have  such  a 
marked correltlt'ion between  the  means  and  the  log 
variances,  when we have seen that  the  dist'ributions arc 
not  far  from  normal?  The  question is, however,  nlcaning- 
less since,  although we have  drawn 52  samples from normal 
or near  normal  populat'ions,  t'hesc  populations have not 
been the  same.  There is neitber a priori  nor A post'criori 
evidence that the population of mean  t'ernperatures  for 
week one is the same (i.e., has identical  characteristics) 
as the  population  for  any  other week. Tn fact,, our in- 
vestigation  has  demonstrated  t'hat'  these  distributions 
are definitely  differcnt. Thus one  should  not' expect the 
independence  between s2 and  which  would  result if the 
populations were the same. A  relationship  between  the 
t'rue  values  (not  merely  t'he  estimates) of tlle  averages  and 

TARIX 3.-Regression equations of log s o n  y '  computed b y  least 
squares and by equation (6)  

Station 1 Least sqllares line I Eqnetion (6) 

1 Not computed. 

vnritlnces of t'lle mean  temperatures, say, is clearly  indi- 
cated by the data  at'  hand.  Its  reality can be  indicat'ed 
statistically  but  its cause must be physical. In a similar 
vcin  the  st~andtlrd tests for  equality of variance, say, 
betw-t~en t'wo differcnt  wccks are quite useless. Tn 
advance of such a test', we llave a well est~nblished  result 
that  the variances are, in  general,  unequal. 

7. PROBLEMS  IN  FURTHER  APPLICATIONS 

To this  point' we have spoken only  about,  the  probabil- 
itics of avcrnge temperatures or average  diurnal  ranges 
for R given wcek, without  rcfcrence t'o t'he  probabilities 
for derived  qu:mtit'ies, or avertLges over  longer  periods 
such as Irlonths or seasons. Jf the  nlrtthcrnatical  model 
were conlpletely  correct, one could,  t~llcorctically,  conlputc 
quite  cor1lplic:itd  probabilities conc+crning degree  days, 
frost dates, etc., from a knowledge of t'lw joint  distribution 
of the coefficients of the curves which  describe  each  year. 
This knowledge is also needed  for efficient' use of tlle 
pnranletrrs i n  relating  them, us bring  in some  sense  a 
description of a y d y  tcrnperaturc  regime,  with  other 
clctnent's,  climat'ological,  agricult8ural, or physical.  Before 
procecding  furt'hcr, we should  inquire to what degree the 
estinlatcd coefficients for a given year do contain  the 
salient  features of that  year. To  this  end, I t'abulated 
thc publislled departures of the rnontllly  mean  tempcra- 
tnres froln the long-term  normal for the  repions or St'atcs 
in wlrich our  stations are locvlted. Years were then picked 
by eye  which  had various  chnract,eristics, e.g., wmn~er  than 
normal  spring  combined  with colder than  normal  winter, 
ctc. Then, using  the  best'  fitting  harmonic curves for 
these years for the  stations  involved,  t'hc  "expected" 
temperature, G, for each week was computed  and com- 
pared  against  the 30-ycur average  curve. T n  every case 
the unusual  pattern  for which that year had been  chosen 
was observed  in  the fittcd hnrrnonic  curve.  Although 
they luck fine det'ail, thc curves for each year definitely 
reflect the course of t'he  temperature for that  year. 

Detcrminntion of the distribution of t'he true coefficients 
is fnr more difficult since they  cannot' be  observed  direct'ly. 
We can  examine only cstimat,ed coefficients. A  furt'lrer 
complication is the previously discussed dependence of 
the cocfficients upon our arbitrary choice of origin. Thus 
R full discussion of this  problem would involve  determin- 
ing  all  relat~ionships  among the coefficients which  are  not 
changed by any choicc of origin.  However,  dcspit'e the 
above  objcctions, T considered  it  valuable to examine 
more  carefully  t'hr  estimates of the coefficients for t'he 
particular choice of origin we used. To provide a mini- 
mal  test' of normality  in tlle marginal  dist'ributions of t'he 
separate coefficients, the  ranked  estimated coefficients for 
the  curves  fitt'ed to the mean temperature  were  plotted 
against  rankits (expected order statistics for the  normal 
distribution [9]) for each of the two Easton  samples. 
Departure from normality of t'he  estimates  should  be 
reflec,ted in  non-linearity  in  the  plot'ted  points. In  every 
case where any  noticeable  non-linearit'y  occurred  in  one 



record,  it’ WRS not visible in the other.  Thus I concluded 
t’hat  there was no evidence  for reject’irlg the  hypothesis of 
normality  among t’lle estimates of the coefficients. ‘I’o 
the  degree t’hat non-normality  in  t’he  distribution of the  
actual coefficients would be reflect’cd in  non-normality of 
the estimates,  this  indicates  normality  in  the m q i n a l  
distributions of t’he  actual coefficients. Hence, they are 
probably  distributed  in  a  multivariate  normal  distrihu- 
tion.  Furt’her, we computed  covariance and correlation 
matrices  for  the seven cst’imated coefficients for each of 
t’he t’wo Easton stlrnples, and  then cornbincd  them to get  an 
estinlated  covariance  matrix  based on a 60-year sample. It 
can easily  be shown that for our choice of origin,  the wint,er 
maximum of the  variance of the mean temperature  implies 
that there  should be positive  correlation  bet’ween a, and 
al and negative  correlation  between a. and b,. Hence 
any test for t8he  significance of these  observed  correlations 
should  be  single-t’ailed,  and  we should also  compute 
the  partial  correhtion r (a l ,  bljao). We found that, t,hcre 
were  several  correlations of st’atistical significance, i.c., 
larger than one could expect’ t’o occur by chance alone. 
However,  t’heir  practical  significmce is negligible since 
they are all  less than 0.5 in  absolute  value.  The  physi- 
cal or climatological  meaning of such  corrclations is 
not  clear,  especially  in view of the f‘ac’t that any one may 
be  reduced to zero by some choice of an origin in fitting 
the  polynomials. 

There  is  one  further  problem which  would limit the 
application of t’lk  method,  even were  the above problems 
solved.  There  appears  to  be  considerable difficult)- in 
making a meaningful  correspondence  between  the  param- 
eter  space and the space of “year typcs.” In other words, 
there  is no clear  way to pick out all those sets of coeffi- 
cient’s a0, a,  . . . , a3, b,, . . . , b3, which,  when  used in 
a harmonic  curve, would produce a “warm  spring.” 
Unless  one  can  accomplish  t’his,  knowledge of the tlistri- 
bution of the coefficient’s cannot  be  fully  applied. 

There  are  many  applications,  however, of the average 
curve  computed for a location,  in which the  form of the 
dist,ribution of the  pearly coefficients is of minor irn- 
portance.  Prescott [I21 used maps of t’he phase ant1 
amplitude of sine  curves  fitted to monthly  temperatures 
for stations  in  Aust’ralia to locat’e  suitable  homoclimes  for 
new  crops.  Except  for  the difficulties attached to solving 
polynomial  equations  involving  trigonometric  terms, ex- 
pression of t’he  yearly  course of t’emperature  by a periodic 
curve  provides a means of locating the time  when the 
average  temperature is at a maximurn or a minimum. 
If 

y=ao+al cos t+b, sin t+a, cos 2 t+b2  sin 2t+ . . . , 

the  rclative  maxima  and  minima  occur at’ those  values  for 
t for which 

“a, sin t+b, cos t-2a2 sin 2t+2bz cos 2t- . . .=0. 

Similarly, t h e  day on which the average  maximum, 
minimum, or m c m  temperature passes some critical 
value  can bc computed  from  the coefficients of t’he aver- 
age curve. In  the case of the I n e m  temperature, of 
m u ~ s c ,  this type of problem  is  generally  simple since the 
ternpcrature can be c,orlsidered to  follow a sine  curve. 
Wowcvcr, lor  more  complex curves, a proccss of successive 
approsirnation seems to be necessary. 

REFERENCES 

1. R. 1,. Anderson  and T .  W. Anderson,  “Distribution of the 
Circular  Serial  Correlation Coefficient for Residuals  from  a 
Fitted  Fourier  Series,” Annals of Mathen%atical  Statiszics, 

2. A I .  S. Bartlett,  “The Use of Tra1jsforrnBtioljs,” Biometrics, 
vol. 3 ,  3-0. 3, Alar. 1947, pp. 39-52. 

3 .  C. Hingham,  “Analysis by Harmonic  Regression of Diurnal 
Temperature Range” (abstract), Bulletin o,f the Arnerican 
Ilfefeorolopcal Soczet!], vol. 39, No. 8, ilng. 1958, pp. 441-442. 

4. C. I. Bliss, “Poriodic  Regression  in Biology and Clirnatology,” 
Bulletin 615, The  Connecticut  Agricultural  Experiment 
Station, Yew Haven,  Conn., 1958, 55 pp. 

5. 111. 6. Cochran,  “Some  Consequences  When the Assumptions for 
the Analysis of Variance Are Not  Satisfied,” Biometrics, 
vol. 3, S o .  3 ,  Mar. 1947, pp. 22-38. 

6. J. 11. Cradrlock,  “The  Variation of the  Normal Air Temperature 
Over the  Sorthern Hemisphere During  the  Year,” a paper of 
the  llettsorological  Research  Committee  (London),  M.R.P. 
3 7 0 .  917. ( 4  copy is availshle  in  the  Library of the Meteoro- 
logical Office.) 

7. H. Cram&, Mathematical  Methods of Statistics, Princeton 
University  Press, 1946, 575 pp. (pp. 494-495). 

8. R. .4. Fisher, Statistical Methods f o r  Research Workers, 6t.h 
edition, Oliver and  Boyd,  Edinburgh, 1936, 339 pp. (p. 75). 

9. R .  A. Fisher and F. Yates, Statzstical  Tables j o r  Biological, 
Agricultural  and Medical Research, 3d edition, Oliver and 
Boyd,  London and  Edinburgh,  1948, 112 pp. 

10. R. C. Ckary and E. S. Pearson, Tests of Xormality,  London, 

11. IT. Landsberg, Physical  Climatolo{/y, 2d edition,  Gray  Printing 

12. J. A. Prescott,  “The Value of Harmonic  Analysis in Climatic 
Studirr,” The   A tdra l ian   Journa l  of Science, vol. 5, 1943, pp. 
117-119. 

13. H. It. Tollcy,  “Frequency  Curves of Climatic  Phenomena,” 
Monthly Weather  Review, vol. 44, No. 11, Nov. 1916, pp. 
681-642 (see table, pp. 640-641). 

14. E. \V. Wahl, “The  January Thaw in Kew England (An Example 
of a \Ve:tther Singularity),” Bulletin of the A m e r i c a n  Meteoro- 

~ 0 1 .  21,  1958, pp. 59-81. 

1938, 15 pp. 

Co., Inc. ,  Duhois, Pa., 1958, 446 pp. (p. 152). 

logical Society ,  VOI. 33, SO. 9,  NOV. 1952, pp. 380-386. 


